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Motivation
• Traditional image pyramids processing high-res images: significant computational overhead
• Parameter-inverted Design: large models for low-res images to extract rich context; small models 

for high-res images to focus on details.
• Cross-branch interactions improves efficiency and avoids redundant modeling.

Different image pyramid network designs



Method

Overall architecture

Interaction unit

• Parameter-Inverted Image Pyramid Networks (PIIP)
• Multi-resolution Branches: Different-sized model for different resolutions with parameter-

inverted design.
• Cross-branch Interactions: Added every few layers to integrate features of different scales.
• Branch Merging: combines outputs of all branches to form the final output.



Experiments - Detection

Comparison with baseline on COCO val2017



Experiments - Detection

Comparison with SoTA



Experiments - Segmentation & Classification



Experiments - Ablation



Experiments - Ablation



Experiments - Ablation



Conclusion
• Introduces the Parameter-Inverted Image Pyramid Networks (PIIP) to address the computational 

challenges of traditional image pyramids. 
• PIIP balances computational efficiency and performance with the parameter-inverted design and 

feature interaction mechanism.
• Experiments on detection, segmentation and classification tasks demonstrate that PIIP outperforms 

traditional single-branch networks while reducing computational costs.
• Provides an efficient and effective framework of multi-scale feature integration for future research.



Thanks for Listening !

Code Link: https://github.com/OpenGVLab/PIIP

Contact: wangzhaokai@sjtu.edu.cn

https://github.com/OpenGVLab/PIIP

